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KOHTAKTHHUU HEHTP JEPKABHOI YCTAHOBU

The article conducted a model study of the load on the call centre of the state budget
institution for its more efficient work. The relevance of this study is of particular importance in
the context of the growing need for an uninterrupted process of communication between
companies and customers with an increase in the cost of labour resources, the cost of their
software and hardware. This problem can be solved by ensuring a balance of the necessary and
sufficient amount of labour resources. With an increase in the efficiency of use of labour
resources, their costs will decrease and the index of customer loyalty and satisfaction will grow.
For this purpose, based on statistical data, forecast models are constructed. As a result of the
predictive analysis of the input load data, the entire sample was reorganized in this way: the
initial data were divided only by the days of the week, and the same data was divided by time for
all days of the week. The reason for this separation was the impossibility of constructing an
adequate forecast model for the entire sample due to the overlap of fluctuations in both time and
days of the week, as well as the presence of non-stationarity caused, as the study showed, by a
change in data depending on time and days of the week. However, such non-stationarity in the
data did not allow building either an autoregressive model or a Winter’s model. Autoregressive —
due to the non-removable non-stationarity by the difference method, the Winter’s model — due to
the small trend. The imposition of oscillations did not allow them to be accurately simulate. A
sample autocorrelation and a private sample autocorrelation function were constructed and the
structure of time series was revealed for each of the obtained samples. Seasonal ARIMA models
based on the Box-Jenkins approach were built, the adequacy of the developed models was studied
and forecasts of the possible input load were made. The results of the forecasting carried out in
this work were used to develop recommendations for improving the efficiency of use of labour
resources at the enterprise under study.
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Y cmammi npogedeno mooenvHe O0O0CHIONCEHHs HABAHMANCEHH HA  KOLL-YEHMpP
0eparcasHoi 6100icemnoi ycmanosu 0711 1020 Oinbw ehekmuenoi pobomu. AxkmyanrbHicms 0aHO20
00CNi0dHCeH s HaDYBAE 0COOIUBO20 3HAYEHHS 8 YMOBAX 3POCMAHHA He0OXIOHOoCmI 3abe3nedeHHs
be3nepedilinoeco npoyecy KOMYHIKAyii KOMNAHill 3 KIIEHMAMU NpU 3POCMAHHI  8APMOCMI
mpyoosux pecypcie, 6apmocmi ix npozpamHozo i anapamuoeo 3abe3neyeHus. /[ane 3a80aHHs
Modice Oymu gupiuieHa 3a paxyHoK 3abe3nedents 6a1ancy HeobXiono2o i 00CMaAmHb020 KilbKOCH
mpyoosux pecypcie. 3a ymosu 30inbleHHs: eqheKmuUeHOCmi BUKOPUCTAHH MPYOOBUX DeCypCi8
8I00YBAEMbCsL  3MEHUIeHH eumpam I, BION0GIOHO, CHOCMepPieAEmMbCs 3POCMAHHA  THOEKCY
KNIEHMCbKOL NI0SIbHOCMI [ 3A0080/1eHOCMI. 3 YI€l0 Memolo HA OCHO8I CMAMUCMUYHUX OAHUX
no0y008ani NpPOcHO3HI MoOeni. B pe3ynemami npeOukmusHo2o auanizy Oauux 6XiOHO20



HABAHMAICEHHS 8CSl UDIPKA OY1a PeopeaHiz08ana maxKum YUHOM. BUXIOHI OaHi OYIU po30ineHi
MINbKU 30 OHAMU MUMNCHSA, [ YI Jic OaHi Oyau po30ineni 3a yacom 3a 8ci Oni mudicHs. IIpuuunor
MaKo2o0 NoOiy NOCAYHCULA HEMONCIUBICIb NOOYO08U A0eK8AMHOI NPOSHO3HOI MoOeni Olis BCI€i
BUDIpKU Yepe3 HAKIAOeHHA KOAUBAHb | 3 4acom I 3a OHAMU MUDJICHA, A MAKONC HAABHICMb
HeCmayioHapHOCmi, BUKIUKAHOL, K NOKA3AN0 OOCHIONCEHHS 3MIHOI OAHUX 8 3ANeHCHOCMI 810
yacy i Ouie muoichsa. OOHAK mMaxka HeCcmayioHapHOCMb 8 OAHUX He 00360.141a Nnobyoysamu Hi
asmopeepeciiiny Mmodenb, Hi Moldenvb Binmapca. Aemopeepecitiny — i3-3a HEMONCIUBOC
n036a8UMUCL HeCMAYIOHAPHOCMI MemoOOM pPiZHuYb, Modelb Binmapca — yepe3 ciabkuii mpero.
Taxoorc HaknadenHs KOIUBAHb He 0038010 MOYHO iX 3Mo0ento8amu. 3a KONHCHOW 3 OMPUMAHUX
8UOIpOK Oy1a n06Y008aHA BUDIPKOBA ABMOKOPENAYIUHA | 4ACMKO08A 8UOIPKOBA ABMOKOPEIAYIHA
Gynkyii, euserena cmpykmypa uacosux psoie. Ha ocuosi nioxoody boxca-/icenxinca oOynu
nobyoosani ce3onui ARIMA mooeni, nposedeno O0O0CHiONCeHHS A0eK8AMHOCMI PO3POOIeHUX
Mmooenel, noOy00B8aHi  NPOSHO3U — MOJNCIUBO2O  6XIOHO20  Hasanmadcenus. Pezyiomamu
NPOCHO3YBAHHS, NPOBEOeH020 8 OaHill pobomi, OVI0 BUKOPUCMAHO OJi PO3POOKU PeKOMeHOayill
wWo0o nioBUUWeHHS eheKMUBHOCMI BUKOPUCMAHHA MPYOOSUX pecypCié HA O00CHIONHCYBAHOMY
RIONPUEMCMEI.

KurouoBi cioBa: KoJI-1eHTp, TUIAHYBaHHS, MPOTHO3yBaHHS, AR-Mofeni, ce30HHICTb,

TPYAOBI peCypcH.

Introduction. For the effective organization of the call center, the
manager needs to correctly plan the possible load in order to ensure customer
satisfaction with minimal maintenance costs.

The identification of patterns in the change in the load coming to the service,
as well as the selection and study of the mathematical model that most accurately
describes the customer service process are tasks whose solution will improve the
quality of the services provided. This will allow you to effectively organize the
work of the center: reduce the cost of maintaining a call-center, increase customer
loyalty, and optimize the staff. It should be noted that since the organization of Call
centers in each company has its own specifics, it is impossible to build a universal
mathematical model for optimizing their work. But, based on the analysis of the
statistical data of an individual company, it is possible to predict the load on the call
center and, accordingly, organize work more efficiently.

In 1909, Danish scientist A.K. Erlang published the work "Probability Theory
and Telephone Conversations” on the study of the throughput of a fully accessible
bundle of lines serving the simplest call flow with losses and with anticipation. This
work served as an impetus for scientists T. Engset, T. Fry, A.N. Kolmogorov, A.
Ya. Khinchin, K. Palm, and others, whose work was associated with the
confirmation, development, or refutation of its results [1]. Nowadays, the problem
of organizing call-center centers in the pool is highlighted in the robots of
Samolyubovo B.A. [2], Goldstein B.S. that of Freikman V.A. [3]. The robots of
forecasting the subscriber's call to the call center were examined by the robots
Soluyanova A.V., Yurkina Yu.V [4], as well as by the robots Sivan Aldor-
Noimanl, Paul D. Feigin and Avishai Mandelbaum [5] and Yu.A. Kryukov, D.V.
Chernyagin [6]

Typically, the calculation of the required number of operators is carried out
according to the Erlang formula, for the application of which it is necessary to
indicate the following values: average time of the operator’s conversation with the
client; average call post-processing time spent by the operator on processing after
the call is completed; The maximum target delay for answering a call is the time



that the client will wait for a response on the line, as well as the number of calls per
hour.

To determine the number of calls, it is necessary to analyse the degree of load
at different times and on different days and build a predictive model. Note that any
research of call centres must necessarily begin with a thorough analysis of the data.
It follows that parameter prediction is a prerequisite for an agreed level of service
and efficient operation. To build such a predictive model, it is necessary to carefully
analyse the data, determine its structure and verify the adequacy of the model.

Setting objectives. The purpose of this work is to analyse and build a
forecast load on the call centre.

Methodology: integrated model of autoregression, moving average model,
model and methodology of time series analysis.

Results of the research. Based on the statistics of the load on the call centre
of the state institution N for three months of work (Fig. 1), we will build a forecast
model. Therefore, analyse the data and determine the structure of the time series.
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Figure 1 — Call centre load schedule

Visual analysis of the input load graph (Fig. 1) does not allow to determine
the presence or absence of trend and expressed fluctuations. However, you can see
significant ejection and a few minor ones. After finding out the cause of the peak
emissions, they were removed from the investigated time series.
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Figure 2 - Autocorrelation function of Figure 3 —Trend analysis of load
time series distribution output data



Visual analysis of the graph of the autocorrelation function (Fig. 2) of the
time series of load distribution allows to conclude the non-stationarity of the
process, as well as the presence of a seasonal component with a period of 24, which
corresponds to the number of hours per day (Fig. 2). Note that the stationary time
series correlogram declines rapidly with increasing order after the first few values.
If the schedule falls short enough, then the time series can be considered non-
stationary. The time series under study are uniquely non-stationary with a declining
correlogram. This is the situation observed in Fig. 2. At the same time, the trend
analysis showed a rather weak trend (Fig. 3), while a clear trend is needed to build a
forecast model using the Vintars method, and a stationary time series is needed to
construct autoregressive models. Research on stationary time series first and second
differences did not provide the desired result. Therefore, we reorganize the original
time series as follows: we separate the data of each day of the week and the data for
all days of the week, but for a specified time.

In Fig. 4, we can see a time series of inbound call centre values for only one
day - Monday for 13 weeks (sample length 312).

Time Series Plot of C3

|

Figure 4 - Incoming call centre data for 13 Mondays
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Figure 5— Autocorrelation function for Figure 6 - Partial autocorrelation
call centre incoming load data for 13 function for call centre incoming load
Mondays data for 13 Mondays

The autocorrelation function (Fig. 5) is slowly decreasing harmonically,
indicating that the time series is unstable and the seasonal component is present.
The coefficients of the partial autocorrelation function (Fig. 6) become much
smaller after the second lag and statistically insignificant after the third lag. Using
the elements of the Box-Jenkins method methodology, we assume that this process
will be successfully described by the ARIMA (2,1,0) (0,2,2)24 model.



The construction of the ARIMA(2,1,0)(0,2,2)24 model was implemented in
the Minitab software environment. In Fig. 7 we can see a listing of the program for
the construction and analysis of the model ARIMA(2,1,0)(0,2,2)24.

&

Final Estimates of Parameters

Coef SE
-0,5338 a,
-0,1260

1,5835
-0,6683

Coef I B
0644 -8,37 0,000
0630 -2,00 0,007
0559 28,35 0,000
0673 -%,93 0,000

Type
ER 1
ER 2 a,
MR 24 a,
SMR 48 a,
Differencing: 1 regular, 2 seasonal of order 24
Number of observations: Original series 312, after differencing 263
Residuals: 535 = 373941 (bkackforecasts excluded)

M5 = 1444 DF = 25%

Modified Box-Pierce (Ljung-Box) Chi-Square statistic

Lag 12 24 36 43
Chi-Square g,8 23,3 34,2 46,5
DF i 20 32 44
P-Value 0,402 0,321 0,303 0,230

Forecasts from pericd 312

495% Limits
Period Forecast Lower Upper RActual
313 89,5856 84,4956 97,074
314 58,751 54,638 64,864
315 47,413 43,097 51,739
316 45,712 44,087 53,337
317 51,466 45,354 57,073
318 94,310 34,509 104,111
319 182,390 170,085 194,695
320 346,368 328,663 385,073
321 601,351 577,192 &25,510
322 212,450 774,845 845,054
£

Figure 7 - Listing the result of building and analysing the ARIMA (2,1,0)(0,2,2),4

The ARIMA(2,1,0)(0,2,2),4 model 24 describes the data structure well.
Ljung-Box statistics for groups of intervals 12, 24, 36 and 48 are not significant,
which shows great importance. The autocorrelation of residues does not have any
visible structure (Fig. 8). The correspondence of the constructed model is confirmed
also by the normality of the distribution of residues (Fig. 9) and the finding of
points in a certain corridor on the plot of the dependence of the residuals on the
predicted values (Fig. 10).

Thus based on the data considered, we have not grounds for claiming that the
model is incorrect. Moreover, the model can be recommended to build a short-term
forecast. Such a forecast is provided in the program listing (Fig. 7) and on the graph
(Fig. 11). Data analysis for other days of the week showed the same pattern of
regression models ARIMA(2,1,0)(0,2,2),a.
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Figure 10 — The plot of the residuals of ~ Figure 11 — Graph of the results of the
the model ARIMA (2,1,0)(0,2,2),4 0n the simulation forecast by
predicted values ARIMA(2,1,0)(0,2,2) »4
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Figure 12 — Call centre data load at 4pm

The next step is to look at the data for all days of the week for 89 days at the
same time — 4 pm (Fig. 12). From the analysis of graphs of autocorrelation and
partial autocorrelation function for data of incoming load on the call centre at 16
o'clock (Fig. 13) we conclude about the frequency of the time series with period 7,
which corresponds to the length of the week. The data are characterized by
gradually harmonic attenuation of the autocorrelation coefficients and show a slight
trend.
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Figure 13 —Autocorrelation and partial autocorrelation functions for call centre
incoming load data at 4 pm

S

Final Estimates of Parameters

Type Coef 5SE Coef T P
AR 1 -0,2611 0,131 -1,%8 0,002
ER 2 -0,3380 0,1413 -2,39 0,002

sMB 71,0878 0,1884 5,51 0,000
SMA 14 -0,4027 0,2512 -1,60 0,001

Differencing: 1 regular, 2 seascnal of crder 14
Nurber of observations: Original series 859, after differencing &0
Residuals: 55 = 341311 (backforecasts excluded)

M5 = 4085 OF = 54

Modified Box-Pierce (Ljung-Box) Chi-Square statistic

Lag 7 14 21 28
Chi-Square 9,6 20,6 32,2 44,6
DF 3 20 32 44
P-Value 0,395 0,421 0,507 0,480

Forecasts from period 89
95% Limits
Period Forecast Lower Upper Actual
a0 342,24 316,24 368,24
91 407,75 377,75 437,75
92 430,26 348, 26 462,26

<

Figure 14 — Listing ARIMA (2,1,0)(0,2,2),, model building and analysis for call
centre business at 4pm

Thus, the series is non-stationary with a seasonal component and, based on the
graphs of autocorrelation and partial autocorrelation functions, we apply to it the
ARIMA (2,1,0)(0,2,2),4, model.

The results of the calculation are shown in Fig.14. The histogram of the
residuals (Fig. 15) shows an approximately normal distribution, and the graph (Fig.
16) of the correlation coefficients of the residuals from the estimated values
indicates that there is no influence of time and the residuals have a horizontal
structure. Autocorrelations of model residuals (Fig. 17) and Ljung-Box statistics
(Fig. 14) show random behaviour of errors. Therefore, we can conclude that the
predictive value is valid. We also note that the structure of the forecast (Fig. 18) is
similar to the temporal structure of real observations.
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Figure 15 — Histogram of ARIMA
(2,1,0)(0,2,2),4 residuals for call centre
data at 16.00
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Figure 16 — ARIMA(2,1,0)(0,2,2)24
residuals plot from predicted values for
call centre work at 16.00
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Figure 17 — Autocorrelation function of Figure 18 — The results of the simulation
ARIMA (2,1,0)(0,2,2),, model residuals  forecast by ARIMA (2,1,0)(0,2,2),4 for
for call centre data at 16.00 call centre work at 16.00

Based on the data obtained as a result of forecasting the input load for the
developed data models, it has been suggested that a number of changes be made to
the cost of resources by Company N. Currently, the company uses 30 units of
labour and the corresponding amount of equipment per hour per day. At the
enterprise there are 3 changes lasting 8 hours. After conducting the study, it was
recommended to reduce the number of employees by 8-hour shifts to 20 and to
introduce a new 5-hour workforce with 15 employees during peak load times, to
train part-time staff to provide rapid response to unplanned bursts.

Due to the test implementation of the recommended changes, it was
confirmed that labour costs and workplace costs were reduced, customer
satisfaction with the call centre was increased by reducing waiting times in the
queue and reducing the number of rejected calls.

Conclusions. In the course of this work, the statistics of the call centre work
were analysed. The data were distributed according to certain criteria, which is
conditioned by the analysis of graphs of sample and private sample autocorrelation.
During the study, ARIMA forecast models were built for each day of the week, the
model presented was analysed, the residuals were evaluated and its adequacy
confirmed for the initial input.



The results of the forecasting work used in this work were used to develop
recommendations for improving the efficiency of labour use in the enterprise under
study.
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